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If you see on the news something about 
the Chicago Kitchen Clown Bandits then 
it will be referring me my friend Eten and I. 
Turns out not all White Castles are the 
same. Why do you push me away 
Chicago?! I mean I’m from Chicago. I’ll 
cheer for the Bears, but I’m a bigger 49ers 
fan. Is this new wave of Chicago Rap 
gonna be like the Hyphy movement?
Don’t talk shot about Chicago, or those 
big shoulders will plow right into your little 
Boston ass. Nothing
makes me happier than seeing the Bulls 
win #ChicagoBasketball #Bullieve.

Don’t talk shot about Chicago, or those 
big shoulders will plow right into your little 
Boston ass. Nothing makes me happier 
than seeing the Bulls win 
#ChicagoBasketball #Bullieve. Truuu we 
tryna find sum to do too.. I dnt wanna b n 
Chicago if ain’t nobody here. Turns out not 
all White Castles are the same. Why do 
you push me away Chicago?! I mean I’m 
from Chicago. I’ll cheer for the Bears, but 
I’m a bigger 49ers fan. Is this new wave of 
Chicago Rap gonna be like the Hyphy 
movement?

Research Questions

• Fairness in multi-document summarization is a critical 
challenge.

• Fairness is defined as achieving balanced representation of 
social groups in the summary, ensuring that each group is 
proportionally reflected as in the original dataset.

• This research introduces two methods for fair extractive 
summaries:
• FairExtract: Clustering-based approach using k-median 

clustering with fairlet decomposition.
• FairGPT: Uses GPT-3.5-turbo with fairness constraints.

• Goal: Ensure equal representation across dialects.

Key Results

• How does achieving perfectly fair summaries impact 
overall quality?

• How do current methods balance both fairness and 
summarization quality?

Proposed Methods

FairExtract:
• Uses fair clustering with fairlet decomposition.
• Ensures proportional representation across social 

groups.
• Steps include document embedding, fairlet 

decomposition, and k-median clustering.

FairGPT:
• Leverages LLM for fairness.
• Ensures balanced sentence selection from different 

dialect groups.
• Uses longest common subsequence to match 

generated summaries with original content.

Dataset & Evaluation

Dataset: DivSumm dataset with tweets from three social 
groups (White-aligned, Hispanic, African-American).
Metrics: Evaluation is conducted on pairwise group 
combinations, assessing Quality, Fairness, and composite 
metrics (Quality + Fairness).
Baselines: A variety of clustering and LLM-based methods.

• FairExtract and FairGPT ensure perfect fairness while 
maintaining competitive summarization quality.

• Overall, FairGPT emerges as the best model, 
effectively balancing both quality and diversity across 
summaries.

• FairExtract performs is competitive across a wide 
range of metrics.

• Composite Metrics like SUPERT+F provide nuanced 
insights into fairness-quality trade-offs.

Takeaway

• Fairness in summarization is achievable without 
sacrificing quality.

• FairExtract and FairGPT offer promising methods for 
fair representation in summaries.

• Composite metrics provide a comprehensive view of 
the trade-offs between fairness and quality, helping to 
evaluate balanced summarization methods effectively.
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Comparison of summaries. Tweets from different groups are 
highlighted: White and African-American.`
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